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1. Abstract
Aphids, brown spots, mosaics, rusts, powdery mildew and Alternaria blotches are common types of early apple leaf pests and diseases that severely affect
the yield and quality of apples. Recently, deep learning has been regarded as the best classification model for apple leaf pests and diseases. However,
these models with large parameters have difficulty providing an accurate and fast diagnosis of apple leaf pests and diseases on mobile terminals. This
paper proposes a novel and real-time early apple leaf disease recognition model. AD Convolution is firstly utilized to replace standard convolution to
make smaller number of parameters and calculations. Meanwhile, a LAD-Inception is built to enhance the ability of extracting multiscale features of
different sizes of disease spots. Finally, the LAD-Net model is built by the LR-CBAM and the LAD-Inception modules, replacing a full connection
with global average pooling to further reduce parameters. The results show that the LAD-Net, with a size of only 1.25MB, can achieve a recognition
performance of 98.58%. Additionally, it is only delayed by 15.2ms on HUAWEI P40 and by 100.1ms on Jetson Nano, illustrating that the LAD-Net can
accurately recognize early apple leaf pests and diseases on mobile devices in real-time, providing portable technical support.

performance in terms of speed, but they failed in terms of
size and accuracy. A novel lightweight convolutional neural
network for mobile resource-constrained devices is urgently
needed.

3 LAD-NET: A NOVEL LIGHTWEIGHT MODEL

In this section, a novel model, the LAD-Net, is described in
detail. First, in Section 3.1, the overall framework is pre-
sented to show the structure of the LAD-Net. Then, a new
convolution operation, AD Convolution, is proposed in Sec-
tion 3.2. Next, the improved basic module, the LR-CBAM
module, is introduced in Section 3.3. Finally, the core mod-
ule, the LAD-Inception, is described in Section 3.4.

3.1 The Overall Structure

A novel model named the LAD-Net is built to ensure that
the model can be deployed in resource-constrained devices
with high accuracy. The overall framework is shown in
Fig. 1, showing that the AD Convolution, the LR-CBAM,
the LAD-Inception and global average pooling are used to
build the model. The detailed parameters are shown in
Table 1.

3.2 Asymmetric and Dilated Convolution

Too many convolution kernels result in large model sizes,
which restricts models with parameters to be deployed on
resource-constrained terminal devices to provide a fast
diagnosis of early apple leaf pests and diseases. Therefore,
this is the key to reducing the parameters and calculations
of the model, as well as make the model adapt to mobile ter-
minal devices. To decrease the parameters and calculations,
the AD convolution is proposed to replace the standard
convolution.

Asymmetric convolution [26] can ensure that the recep-
tive field is invariant, and can reduce the model’s size. The
3�3 convolution is decomposed to 1�3 and 3�1, which is

capable of reducing the model’s parameters to
2

3
. The asym-

metric convolution is shown in Fig. 2a. The asymmetric con-
volution is divided into two tandem steps. First, 1 � n
kernels are used to operate the feature map. Because the size
of the convolution kernels is asymmetric, the intermediate

featuremap is asymmetric. Then, using n� 1 kernels to oper-
atemakes the size of the final featuremap become n� n.

Brown spots, mosaic and powdery mildew spread over
the whole leaf, which needs to be recognized according to
global information. The dilated convolution [27] is shown in
Fig. 2b. Compared with standard convolution, dilated con-
volution has a hyperparameter dilation rate referring to the
number of kernel intervals. Dilation is injected into the stan-
dard convolution map to maintain a high resolution with-
out adding a pooling layer as well as to improve the small
object detection performance. Therefore, the dilated convo-
lution can incorporate more useful information to reach
high accuracy, and thus, to reduce the parameters. As
Fig. 2b shows, the parameters of the dilated convolution are

reduced to
9

25
compared with the standard 5�5 convolution.

Based on the description above, it is obvious that the
asymmetric convolution and dilated convolution can effi-
ciently reduce the parameters. AD convolution is proposed,
which combines the advantages of asymmetric convolution
and dilated convolution. The operation of AD convolution
can be seen in Fig. 2c. The convolution method is divided
into two steps. The first step is to use 3�1 kernels to make

Fig. 1. Model structure of LAD-Net.

TABLE 1
The LAD-Net and its Parameters

Name Kernel Size/
Stride

Dilation/
Padding

Output

Input1 224� 224� 3
AD
Convolution

3� 3/2 3/3 56� 56� 64

Max Pooling 3� 3/2 1/1 28� 28� 64
LR-CBAM_1 1� 1/1 1/1 28� 28� 64
LR-CBAM_2 3� 3/1 1/1 28� 28� 192
Max Pooling 3� 3/2 14� 14� 192
LAD-Inception 14� 14� 272
Max Pooling 3� 3/2 7� 7� 272
CBAM 7� 7� 272
GAP2 7� 7/- 1� 1� 272
FC3 6

1Input : Before being input into the network, the size of the image is normalized
to 224 x 224.
2GAP : Global Average Pooling.
3The dropout is set to 0.5, effectively reducing the overfitting.
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2. Contributions
1. A novel light weight model, the LAD-Net, is pro-posed to achieve real-time diagnose on early apple leaf pets and diseases. Most of existing studies

are performed on simple diseased images or taken by professionals for the academic purpose, and the existing classic CNN models with large
parameters have difficulty providing a real-time diagnosis on mobile terminals, while the existing light weight models with low accuracy still needs
further improvement for the complex disease images. There-fore, a novel light weight model is proposed and deployed to mobile terminals for
real-time recogni-tion of early apple leaf pests and diseases, providing a higher recognition accuracy under the natural environment.

2. AD Convolution is presented to make parameters and calculations smaller for real-time inference of LAD-Net. To recognize apple leaf pests and
diseases quickly, the parameters and calculations of LAD-Net deployed on resource-constrained devices must be reduced. Therefore, AD Convolution
(Asymmetric and Dilated Convolution) is proposed to replace the standard convolution. It combines the advantage of asymmetric convolution and
dilated convolution by adding the dilation rate to asymmetric convolution. Consequently, the number of parameters in AD Con- volution is 6

25 of
that in standard 5 × 5 convolution.

3. LAD-Inception (Inception module using Leaky-ReLU and AD Convolution) is established to improve recognition accuracy of LAD-Net. For apple
leaf pests and diseases varying in size, the LAD-Inception is built by adding an extra branch and residual connection to improve the ability to
extract multiscale features of disease spots. Meanwhile, channel attention is also utilized to allocate the importance of each branch reasonably, as
well as to strengthen the capacity to extract more global infor-mation, which makes the accuracy of the model higher.

4. The lightweight model LAD-Net is deployed and eval-uated on mobile terminals in the natural environment for requirement of agricultural actual
production, which achieves fast and accurate recognition for early apple leaf pests and diseases. The experimental results show that LAD-Net only
has a delay of 15.2ms on HUAWEI P40 and 100.1ms on Jetson Nano, respec-tively, illustrating that the LAD-Net can reach real-time inference
and providing portable technical support.

3. Core Module
To decrease the parameters and calculations,
the AD convolution is proposed to replace the
standard convolution, which combines the ad-
vantages of asymmetric convolution and dilated
convolution. Using AD convolution can make
the size of the model smaller to be easily trans-
planted to the device with a limited memory. In
addition, less parameters aid the generation of
the model.

convolution operations with the original feature map. The
second step uses 1�3 kernels to calculate the generated fea-
ture map. The steps are the same as the asymmetric convo-
lution, but the calculations and the parameters are smaller
for using the improved kernels that are known as the AD
convolution kernels, which adds the dilation rate to the
asymmetric convolution kernel for constructing the differ-
ent-scale kernels. The parameters of AD convolution in
Fig. 2c are reduced to

6

25
compared with the common 5�5

convolution. At the same time, the parameters of AD convo-
lution are less than those of asymmetric convolution and
dilated convolution. Using AD convolution can make the
size of the model smaller to be easily transplanted to the
device with a limited memory. In addition, less parameters
aid the generation of the model.

3.3 LR-CBAM Module

Due to the complexity of crop leaf pest and disease recogni-
tion, to improve the accuracy of model, a convolutional
block attention module [28] (CBAM) is introduced, which

combines channel attention and spatial attention. The chan-
nel attention mechanism focuses on global information,
while spatial attention focuses on local information. The
channel attention mechanism assigns different weights to
each channel, allowing the network to focus on important
features and suppress unimportant features. It enhances the
ability of extracting the multiscale diseases spots by using
different branches to extract disease spots which have dif-
ferent sizes. Spatial attention mainly focuses on which parts
of the input diseased image have more effective information
to extract spatial feature of multiscale diseases spots.
Besides, the spatial attention can further reduce the calcula-
tions of the model, which aids the real-time recognition for
early apple leaf pest and disease. The structure of the
CBAM is shown in Fig. 3b.

The convolution layer, batch normalization layer, Leaky-
ReLU activation layer and CBAM block are combined into
an improved module, namely, the LR-CBAM. The structure
of the LR-CBAM is shown in Fig. 3c. The batch-normaliza-
tion layers are used to achieve local normalization, which is

Fig. 2. The operation method of asymmetric convolution, dilated convolution and AD convolution.

Fig. 3. The structure of the CBLR, CBAM and LR-CBAM, which are basic blocks for constructing the LAD-Net.
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4. Mobile Terminal and Embedded Device Application
The lightweight model LAD-Net is deployed and evaluated on mobile terminals in the natural environ-
ment for requirement of agricultural actual production, which achieves fast and accurate recognition
for early apple leaf pests and diseases. The experimental results show that LAD-Net only has a delay
of 15.2ms on HUAWEI P40 and 100.1ms on Jetson Nano, respectively.
Detailedly, the PaddleLite tool is used to package the model into an app. First, the PyTorch model
is converted to the ONNX format. Then, the ONNX format is converted to pdparams supported
by Paddle with X2Paddle. Finally, the PaddleLite tool is used to generate an apks file based on
Android Studio and deploy it on the mobile terminal.
Besides, the model is transplanted to the embedded device, Jetson Nano, which is assembled into a
small robot. The robot can automatically move in a simulated orchard environment and recognize
leaf pests and diseases. The robot follows the planned line around the apple tree while capturing an
early apple leaf disease image via its camera. At the same time, the LAD-Net recognizes the image
in real-time, and the result is shown in the terminal.
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