
performance in terms of speed, but they failed in terms of
size and accuracy. A novel lightweight convolutional neural
network for mobile resource-constrained devices is urgently
needed.

3 LAD-NET: A NOVEL LIGHTWEIGHT MODEL

In this section, a novel model, the LAD-Net, is described in
detail. First, in Section 3.1, the overall framework is pre-
sented to show the structure of the LAD-Net. Then, a new
convolution operation, AD Convolution, is proposed in Sec-
tion 3.2. Next, the improved basic module, the LR-CBAM
module, is introduced in Section 3.3. Finally, the core mod-
ule, the LAD-Inception, is described in Section 3.4.

3.1 The Overall Structure

A novel model named the LAD-Net is built to ensure that
the model can be deployed in resource-constrained devices
with high accuracy. The overall framework is shown in
Fig. 1, showing that the AD Convolution, the LR-CBAM,
the LAD-Inception and global average pooling are used to
build the model. The detailed parameters are shown in
Table 1.

3.2 Asymmetric and Dilated Convolution

Too many convolution kernels result in large model sizes,
which restricts models with parameters to be deployed on
resource-constrained terminal devices to provide a fast
diagnosis of early apple leaf pests and diseases. Therefore,
this is the key to reducing the parameters and calculations
of the model, as well as make the model adapt to mobile ter-
minal devices. To decrease the parameters and calculations,
the AD convolution is proposed to replace the standard
convolution.

Asymmetric convolution [26] can ensure that the recep-
tive field is invariant, and can reduce the model’s size. The
3�3 convolution is decomposed to 1�3 and 3�1, which is

capable of reducing the model’s parameters to
2

3
. The asym-

metric convolution is shown in Fig. 2a. The asymmetric con-
volution is divided into two tandem steps. First, 1 � n
kernels are used to operate the feature map. Because the size
of the convolution kernels is asymmetric, the intermediate

featuremap is asymmetric. Then, using n� 1 kernels to oper-
atemakes the size of the final featuremap become n� n.

Brown spots, mosaic and powdery mildew spread over
the whole leaf, which needs to be recognized according to
global information. The dilated convolution [27] is shown in
Fig. 2b. Compared with standard convolution, dilated con-
volution has a hyperparameter dilation rate referring to the
number of kernel intervals. Dilation is injected into the stan-
dard convolution map to maintain a high resolution with-
out adding a pooling layer as well as to improve the small
object detection performance. Therefore, the dilated convo-
lution can incorporate more useful information to reach
high accuracy, and thus, to reduce the parameters. As
Fig. 2b shows, the parameters of the dilated convolution are

reduced to
9

25
compared with the standard 5�5 convolution.

Based on the description above, it is obvious that the
asymmetric convolution and dilated convolution can effi-
ciently reduce the parameters. AD convolution is proposed,
which combines the advantages of asymmetric convolution
and dilated convolution. The operation of AD convolution
can be seen in Fig. 2c. The convolution method is divided
into two steps. The first step is to use 3�1 kernels to make

Fig. 1. Model structure of LAD-Net.

TABLE 1
The LAD-Net and its Parameters

Name Kernel Size/
Stride

Dilation/
Padding

Output

Input1 224� 224� 3
AD
Convolution

3� 3/2 3/3 56� 56� 64

Max Pooling 3� 3/2 1/1 28� 28� 64
LR-CBAM_1 1� 1/1 1/1 28� 28� 64
LR-CBAM_2 3� 3/1 1/1 28� 28� 192
Max Pooling 3� 3/2 14� 14� 192
LAD-Inception 14� 14� 272
Max Pooling 3� 3/2 7� 7� 272
CBAM 7� 7� 272
GAP2 7� 7/- 1� 1� 272
FC3 6

1Input : Before being input into the network, the size of the image is normalized
to 224 x 224.
2GAP : Global Average Pooling.
3The dropout is set to 0.5, effectively reducing the overfitting.
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